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Quantum Transport Simulations Have Become More Sophisticated
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Presenter Notes
Presentation Notes
Field effect transistors with advanced nanomaterials such as carbon nanotubes and silicon nanowires are increasingly used for some exciting applications in science & medicine.
One such application is a photodetector chip. Carbon nanotubes are particularly attractive for use in photon detection because of their high surface to volume ratio which makes them very sensitive to their environment.
We are a part of a DOE funded project called “codesign and integration of nanosensors on CMOS”, which aims to create a photon detector chip by fabricating on it lots of carbon nanotubes functionalized with quantum dots as photon sensors. 


Need for Scalable Tools for Self-Consistent Modeling of 3D Structures
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Presenter Notes
Presentation Notes
The working principle of photondetection is as  follows:�Quantum dots absorb photons and create an exciton. Exciton dissociates at the nanotube surface and creates an isolated charge in its vicinity. The presence of point charge then changes the electrostatic potential on the surface of the tube and changes the current and gain in CNTFET. Studies have shown that this process generates a pulse with frequency on the order of tera hertz. The specific photon that is absorbed depends on the size of the quantum dot compared to the wavelength of the photon.  The chip will contain an array of nanotubes functionalized with different sizes of quantum dots to span the visible light spectrum. �
To model this system, with multiple CNTFETs with multiple quantum dots, it is important that the computational tools to scale well on manycore CPUs and GPUs. 
That's where AMReX comes in, which is a software framework that contains all functionalities for writing massively parallel, block-structured adaptive mesh refinement (AMR) applications. It is developed and maintained in the CCSE group as a part of DOE’s Exascale Computing Project.
Specifically, we are interested in a self-consistently coupled electrostatic-quantum transport solver.


Application to Carbon Nanotube Devices
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Presenter Notes
Presentation Notes
We have developed an electrostatic solver called eXstatic, which is built using the AMReX library and which can run on only CPUs or both CPU and GPUs.�
The solver has advanced features to include 3D-embedded boundaries to define intricate shapes of source and drain terminals with separate potentials. 
It has support for different types of domain boundaries and the capability to add time-varying input. 
eXstatic uses shape-functions such as cloud-in-cell algorithm for accurately interpolating field at the atom locations and deposit charge back to the grid, making sure that the charge is conserved.��(optional point to mention: ) Our approach to compute the electrostatic field is very different from the typical Fast Fourier Transform-based approach, allowing us to accomplish two major objectives: 1) to model problems where we cannot assume periodic boundary conditions in the lateral direction such as a problem where there are multiple CNTs with quantum dots, b) to scale well on thousands of GPUs using the AMReX library.�
On the right, we show the weak scaling study performed on Nersc’s Perlmutter supercomputer using NVIDIA A100 GPUs. �In weak-scaling we run a baseline problem on a certain number of computational resource. Then we increase the computational complexity as well as the computational resources in the same proportion. Ideally, we expect the time to simulate the more computationally complex case to remain the same because we are using equally higher number of processors.�
For our problem, we ran our baseline case on 8 GPUs, simulating 260m computational cells, and it took 1.65 s. Compared to that the scaled up case on 1024 GPUs took only 2.67s to simulate 34 billion computational cells, that is 64% scaling efficiency. This is really good for this hard problem.��34 billion computational cells translates to a 3D set up that can model ~56 micron nanotube.���(See my calculation below: �  �Let’s say we are modeling a 17,0 nanotube with a diameter of 1.3 nm, and let’s say the cell size is 0.0355 nm, i.e.  1/4th of the bond length. Let’s say Y direction is the axial direction, and X and Z are the cross-plane directions.�� Let’s assume that we want to model a  domain cross section (X and Z) of  size 4 times the diameter. Then we can compute in number of cells in the cross-plane as:�(1.3e-9*4)**2/(3.55e-11)**2 = ~21456��Now we can obtain the number of cells in the transport direction as 34e9 / 21456 = ~1584638��These many cells correspond to a length of: 1584638*3.55e-11 = 56 microns � )���(Also, note that this is a hard problem because of the presence of the embedded boundaries. At 8 GPUs every processor shares some portion of the source-drain contacts, but at higher number of GPUs the load is not fully balanced. In other words, some GPUs contain cells that are intersected with embedded boundaries, some dont.)


NEGF Quantum Transport Module: Strategy for GPUs, Scaling Studies
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Presenter Notes
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Next, we show the progress on the quantum transport module. 
Let me explain the strategy we are using for matrix inversion on CPUs/GPUs. As you all know, computing Green’s function is one of the most costly computations in NEGF and the problem comes down to inverting a block-tridiagonal matrix to to obtain the Green’s function, which is a dense matrix. The spectral function is another dense matrix that can be expensive to compute.
We use a strategy similar the one used in Transiesta for computing these matrices. However, there are some differences in the way we employ the parallelization.�In Transiesta, each CPU is responsible for storing the entire Green’s and Spectral function and the parallelism is in between the number of energy points used for contour integration for computing charge.�In our approach, we split the entire matrix among available CPU-GPU pairs. So each CPU-GPU pair is responsible for computing only specific columns of the Green’s and Spectral function, which results in a lot optimization in terms of storage.�
The algorithm for matrix inversion contains some recursive computations. We compute this part on CPUs.
The rest of the of part of the algorithm is parallelized between available GPUs and their respective threads, thus resulting in very fast computations. ��.
The weak scaling of the matrix inversion algorithm is shown on the right. If we look at the weak scaling of only the part of the algorithm computed on GPU, then it is perfectly scalable up to 1024 GPUs. When we include the time to compute the recursive part on CPUs, i.e we note down the time for the entire algorithm, then the efficiency drops by 10%. Which is still very good. This shows that the recursive part of computations doesn’t affect the scaling significantly.�For the case with 1024 GPUs, we inverted a million by million matrix in only 1.1 s. This time includes the time for CPU-GPU transfer.�A million by million matrix translates to modeling of a nanotube of size 109 microns, assuming 1 subband, or 54.5 microns assuming 2 subbands.


Validation for Self-Consistent eXstatic-Quantum Transport Computations
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Presenter Notes
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On this slide, we show the validation studies for self-consistent electrostatic-quantum transport computations.��We have chosen simpler problem involving a carbon nanotube surrounded by a metal. �The metal is set to 0V and the Fermi level of the carbon nanotube is fixed at -1eV and 3eV for first and second plot respectively. We can compare the band alignment, which in this case, is the difference between the Fermi level and the upper edge of the valence band, at convergence, with the theoretical results and the results we published in the past.��In this work, we have Broyden’s second algorithm optimized for memory usage for speeding up the convergence.
�The comparison is good. �The small difference between the results is most likely coming from the way the charge is deposited onto the grid. �In this work, to deposit the charge, we identify the exact atom locations on the ring and interpolate the charge on neighboring cell-centers using the cloud-in-cell algorithm.��In the previous work, we spread the charge using Gaussian kernels.




Key Takeaway Future Work
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Presenter Notes
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"In conclusion, we have been developing 3D, GPU-enabled, open-source electrostatic—quantum transport framework for modeling transport through nanomaterials on exascale systems.
Our multigrid electrostatic solver scales well on thousands of GPUs and takes a couple of seconds to compute electrostatic potential on many billions of computational cells.
We have also shown that we can invert million by million matrix in a second using GPUs.�Overall, this means, we can model micron scale nanotubes within seconds, given large enough resources.

Moving forward, we would first like parallelize the Broyden’s algorithm. �Right now it is done on a single processor, although both NEGF and electrostatic computations are partitioned. 

Next, we would also like to model multiple nanotubes at a time. For that, we will need to investigate a strategy to extend the Broyden’s algorithm for multiple transport structures.

Then, we would like to incorporate phonon scattering and extend our code to support different materials. The code structure is written in a way to extend the code for different materials with minimum effort.

We also aim to extend the NEGF method to time-dependent NEGF method to study the effects of point charges on the nanotube and incorporate phonon scattering. Once we do that and be able to obtain the THz pulse,  we can use it as input in our classical EM simulations to predict the performance of transmission lines. And we know how to do that. That will be a perfect example of our codesign effort.�
To that end, we would like to thank the group members from the microelectronics team at CCSE and the photon detection team.��
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Carbon Nanotubes Field Effect Transistors (CNTFETSs)

for Photon Detection
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Field effect transistors with advanced nanomaterials such as carbon nanotubes and silicon nanowires are increasingly used for some exciting applications in science & medicine.
One such application is a photodetector chip. Carbon nanotubes are particularly attractive for use in photon detection because of their high surface to volume ratio which makes them very sensitive to their environment.
We are a part of a DOE funded project called “codesign and integration of nanosensors on CMOS”, which aims to create a photon detector chip by fabricating on it lots of carbon nanotubes functionalized with quantum dots as photon sensors. 


	Slide Number 1
	Quantum Transport Simulations Have Become More Sophisticated
	Need for Scalable Tools for Self-Consistent Modeling of 3D Structures 
	Application to Carbon Nanotube Devices
	NEGF Quantum Transport Module: Strategy for GPUs, Scaling Studies
	Validation for Self-Consistent eXstatic-Quantum Transport Computations
	Key Takeaway
	Thanks to the team and Collaborators
	Carbon Nanotubes Field Effect Transistors (CNTFETs) �for Photon Detection

