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Physics of Nonlinear
Transport in Semiconductors
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Lot's of excellent and nice people around, thanks also to uncle Larry !
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Fantastic international connections through cooperations, schools and conferences
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Thank you for making my dream come through!
(December 15, 1995)

Areas we worked together:

1991 - 1995: Low dimensional transport in silicon inversion layers using real-time Green’s
functions formalism

1995 —1997: Schrodinger-Poisson solvers, Discrete impurity effects

1997 —: Monte Carlo device simulations, Transport in qguantum confined
systems using effective potential approach
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Mobility and Collisional Broadening: nEGF

Calculated the impact of the collisional broadening of the states on the
density of states function, scattering and the low field electron mobility.

+ Dyson equation for G,

JJ. dgk gk an(gk,a)) {an(gkaa))rn(gkaa))—i_i
o 2 2l (&, w) 5

________________________________________________________________________________________

D. Vasileska, P. Bordone, T. Eldridge and D.K. Ferry, “Calculation of the average interface field in inversion layers using zero-temperature Green’s functions formalism”, J. Vac. Sci. Technol. B 13, 1841-7 (1995).

+ D. Vasileska, T. Eldridge and D.K. Ferry, “Quantum transport: Silicon inversion layers and InAlAs-InGaAs heterostructures”, J. Vac. Sci. Technol. B 14, 2780-5 (1996).
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Universal Mobility Behavior

IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 41, NO. 12, DECEMBER 1994

On the Universality of Inversion Layer
Mobility in Si MOSFET’s: Part [—Effects
of Substrate Impurity Concentration

Shin-ichi Takagi, Member, IEEE, Akira Toriumi, Masao Iwase, and Hiroyuki Tango
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Fig. 1. Electron mobility in inversion layer at 300 K and 77 K versus
effective field E.qr, as a parameter of substrate acceptor concentration, N 4.
Here, F.q is defined by Eop = ¢ - (Nap) + 0 Ny )/2s; with 57 of 1/2.

» Vasileska, Dragica, et al. Journal of Vacuum Science & Technology B 13.4 (1995): 1841-7.

* D. Vasileska and D. K. Ferry, “Scaled silicon MOSFET's: Part | - Universal mobility
behavior’, IEEE Trans. Electron Devices 44, 577-83 (1997).

* G. Kannan and D. Vasileska, Journal of Applied Physics, Vol. 122, 114303 (2017).
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Si MOSFETs: Random Dopant Fluctuations

« Wong and Taur: Theoretical predictions of device V-
SIMPLE TRANSISTOR ' :
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ol <
LR v Fig. 4. Threshold voliage versus the gate number in 256 NMOSFET's,
i o Fd .52 where Ly = 0.5 pm, Ty = 1lnm, and N, = 7.1 = 1019 ¢m—?
Each Transislor " /" B f.&:g',r_ﬁrm.'c'dfrrrm (T Mizunn, J _ﬂkrrr.-lm.l'r.- and A, Toriumi, 'I'.F...l.'llill‘r'.:if'.:_ﬂl.l'ﬂnl .‘?.rg.:.f_r
;i iz Different G af Threshold Voltage Fluctwations Using an 88 MOSFET s Array,” Technical
p Q.50 Papers of Svmposium on VLT Technology, Kvoto, Japan, p. 41, 1993}
s
¢ | all transistors are similar = | [11 H.-S.Wong and Y. Taur, IEDM Technical Digest, 705, 1993.
many IMPURTY aToms | because of self averaging = 048 [2] T. Mizuno, J. Okamura and A. Toriumi, IEEE Transactions on
= Electron Devices: 41, pp. 2216 — 2221 (1994).
Qa8 -
| | .
] &0 0 15 X 250
GATE NUMBER
ST 3x107
: . 15 107 T=:_300 K NA=8x1017 cm?, t =3nm
- ki 10 Vo0 m:/y 3 T=300K,V =10 mV
: 0:8 140 NA=8X10 cm 2X10-7
Z: T z 10°L tcx=3 nm z —— average current for discrete
05 f , impurity model
' o Z 2107 = 1x107
:j 1o 10™ oy (discrete model)
i 10" A I JUTID T S T I
0.05 0.1 0.15 w p 00 01 02 03 04 05 06 0.2 03 0.4 05 06
Length [nm] VG [V] VG [V]

D. Vasileska et al., VLSI Design 8, Nos.
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E-E and E-Il Interactions in Monte Carlo Device Simulators

Coulomb forces treated in real space:
e Corrected Coulomb Approach
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Electron and Electron-Impurity Interactions in Particle-Based Simulations," IEEE Electron Device

Lett. 20, No. 9, pp.463-465 (1999).
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Quantum Correction: Effective Potential

Conduction Band Profile
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D. K. Ferry, R. Akis, and D. Vasileska, Quantum Effects in MOSFETSs: Use of an Effective Potential in 3D Monte Carlo
Simulation of Ultra-Short Channel Devices, IEDM Tech. Dig. (IEEE Press, New York, 2000) pp. 287-290.
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Maxwell's Demon: Entropy. Information. Computineg. H. Leff and A. F. Rex (IoP 1990).



Physics of Computation

* Computers, as Physical Objects, are subject to the Laws of Physics

* Do the Laws of Physics impose Limits on Computation?

Entropy and Information

* “Arrow of Time”
* Thermodynamics

* Entropy
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INFORMATION IS PHYSICAL

There are no unavoidable energy consumption requirements
per step in a computer. Related analysis has provided insights
info the measurement process and the communications
channel, and has prompted speculations about the nature of
physical laws.

Rolf Landauer

Must information be
discarded in computation,
communication and the
measurement process? This
question has physical
importance because discarding
a bit of information requires
energy dissipation of order k7.
Figure 1

Py SIGEL S ySLELLS. A pULg many InvesLgavors nave

uniimited registers or uniimitéed memory-addressing ma-

studied measures of complexity, attempting to quantify
that intuitive notion. Much of this enterprise is motivated

Rolf Landauer is an IBM Fellow at the Thomas |. Watson
Research Center, in Yorktown | {eights, New York

chinery. At any one step of a Turing machine computa-
tion, only a very limited number of bits in close functional
and spatial relationship, are subject to change. The
Turing machine embodies, in a striking manner, a
requisite of a reasonable computer: The designer of the
machine needs to understand only the function carried out

01 Aevaricon instnats of Prvescs PHYSICS TODAY  MAY 1991 23
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R. Landauver

Irreversibility and Heat Generation
in the Computing Process

Abstract: It is argued that computing machines inevitably involve devices which perform logical functions
that do not have a single-valued inverse. This logical irreversibility is associated with physical irreversibility
and requires a minimal heat generation, per machine cycle, typically of the order of kT for each irreversible
function, This dissipation serves the purpose of standardizing signals and making them independent of their
exact logical history. Two ple, but repr tive, models of bistable devices are subjected to a more
detailed analysis of switching kinetics to yield the relationship between speed and energy dissipation, and
to estimate the effects of errors induced by thermal fluctuations.

1. Introduction

The search for faster and more compact computin
cuits leads directly to the question: What are the ulg
physical limitations on the progress in this directiq
practice the limitations are likely to be set by the ne
access to each logical element. At this time, howeve|
still hard to understand what physical requirement
puts on the degrees of freedom which bear inform|
The existence of a storage medium as compact 3
genetic one indicates that one can go very far i
direction of compactness, at least if we are prepai
make sacrifices in the way of speed and random g

Without considering the question of access, ho
we can show, or at least very strongly suggest, that
mation processing is inevitably accompanied by a cf
minimum amount of heat generation. In a genera
this is not surprising. Computing, like all processeq
ceeding at a finite rate, must involve some dissip|
Qur arguments, however, are more basic than this
show that there is a minimum heat generation, inde

International Journal of Theoretical Physics, Vol. 21, No. 12, 1982

The Thermodynamics of Computation—a Review

Charles H. Bennett

ent of the rate of the process. Naturally the amoy
heat generation involved is many orders of magi
smaller than the heat dissipation in any practically
ceivable device. The relevant point, however, is th:

IBM Waison Research Center, Yorktown Heights, New York 10598

UNIVERSITY OF
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dissipation has a real function and is not just an ung
sary nuisance, The much larger amounts of dissipat|
practical devices may be serving the same function

Our conclusion about dissipation can be anticipal
several ways, and our major contribution will be a
ening of the concepts involved, in a fashion whic
give some insight into the physical requirements for
cal devices. The simplest way of anticipating our cd
sion is to note that a binary device must have at lea

IBM JOURNAL * JULY 1961

Received May 8, 198!

Computers may be thought of as engines for transforming free energy into waste
heat and mathematical work. Existing electronic computers dissipate energy
vastly in excess of the mean thermal energy AT, for purposes such as maintaining
volatile storage devices in a bistable condition, synchronizing and standardizing
signals, and maximizing switching speed. On the other hand, recent models due
to Fredkin and Toffoli show that in principle a computer could compute at finite
speed with zero energy dissipation and zero error. In these models, a simple
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PHYSICAL REVIEW LETTERS

16 JANUARY 1984

Dissipation in Computation

W. Porod, R. C. Grondin, and D. K. Ferry
Depavtment of Electvical and Computev Engineeving, Avizona State Universily, Tempe, Avizona 85287

and

G. Porod
Institut fiiv Expevimentalphysik, Universitdt Gvaz, A-8010 Graz, Austria
(Received 8 June 1983)

The question of the energy dissipation in the computational process is considered.
Contrary to previous studies, dissipation is found to be an integral part of computation.
A complementarity is suggested between systems that are describable in thermodynamic
terms and systems that can be used for computation,

PACS numbers: 89.80.+h, 89.70.+c, 06.50.=x

Every numerical computation, no matter how
abstract, is ultimately bound to limits imposed
by physical processes that occur in the real
world. A question therefore arises as to whether
or not the physical laws that govern the appropri-
ate processes impose constraints on computation.
This question has recently attracted considerable
attention with regard to the minimum energy re-
quired for a bit manipulation.’*? All known com-
putational systems, including biological ones, are
dissipative, and it was suggested quite early that
the computational (or physical) processes which
really require energy dissipation lead to a mini-
mum energy loss per step of*'*

kT log, 2. (1)

Landauer® arrived at (1) through an argument that
most computation is logically irreversible and
this necessarily imposes physical irreversibility
due to a loss of phase space. The earliest ap-

sion® that computation can be carried out at no
expense of energy, although the information-the-
ory arguments have never been refuted.

In this paper, we point out that logical irrever-
sibility is irrelevant for the question of the ener-
gy requirements of computation, and that the ef-
forts based upon logical reversibility lack a phys-
ical basis. In reconsidering the concepts of com-
putation and measurement, we conclude that com-
putation requires a nonequilibrium system and
requires dissipation. Our approach is to consid-
er the energy requirements of single bit opera-
tions rather than the overall logical structure of
the computation.

The physics of computation involves an element
of measurement and interpretation at its very
foundation. While the time evolution of any sys-
tem can in principle be viewed as representing
a numerical process, computational systems are
those which implement a Turing machine,’ the

UNIVERSITY oOF NOTRE DAMI
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PHYSICAL REVIEW LETTERS

17 SEPTEMBER 1984

Dissipation in Computation

Computational steps which inevitably require a
minimal energy dissipation are those which discard
information, and do not have a unique logical in-
verse.! Reference 1 pointed out that logic functions
which lose information can be embedded in more
complex functions which do have an inverse. A
proper method for utilizing this embedding did not
come until Bennett’s invention of reversible com-
putation,?? later elaborated by other authors, cited
by Landauer.* Wheeler and Zurek® give an authori-
tative summary of reversible computation. Porod
et al® (PGFP hereafter) take issue with all this
literature.”"> PGFP is confined to general argu-
ments and does not explain, in detail, where the
specific reversible computer proposals, e.g., that of
Likharev,” go astray. We will try to rebut a few
PGFP points. Some of these points will be identi-
fied by quotations from Ref. 6, and refuted, largely,
by citing the literature. We discuss only the case of
classical and noisy computers, with viscous friction,
at a temperature T = 0.

VOLUME 53, NUMBER 12

PHYSICAL REVIEW LETTERS

PGFP repeatedly refer to measurement, and its
supposed dissipation, as an unavoidable ingredient
in each computational step. From Ref. 1, “‘In fact
the arguments dealing with the measurement pro-
cess do not define measurement very well, and avoid
the very essential question: When is a system A4
coupled to a system B performing a measurement?
The mere fact that two physical systems are coupled
does not in itself require dissipation.”” Reference 3
gives a discussion of the measurement process,
which does justice to the reservation just stated.
Reference 5 confirms the possibility of reversible
computation in a book devoted to the theory of
measurements. PGFP go on, ‘“The amount of en-
ergy dissipated . . . has to increase for increasing ac-
curacy.”” Rebuttal of this same mistake, by an ear-
lier author,! was given in Ref. 11.

Rolf Landauer
IBM Thomas J. Watson Research Center
Yorktown Heights, New York 10598

Received 15 March 1984

17 SEPTEMBER 1984

Porod et al. Respond: The school of dissipationless
computation! assumes that there are two distinct
sources of dissipation in computation: (1) dissipa-
tion due to the erasure of information; (2) dissipa-
tion due to thermal noise. Supposedly, thermo-
dynamically reversible computation can be achieved

farr mvrmt Ay tlha Araratimnme sirlhinle Aicrard ttafAarea

' but finite, speeds.

Measurement, which is required for each bit
operation, must be described by an application of
information theory (or statistical mechanics), which
indicates a dissipation because Brownian motion af-
fects all kinds of measuring devices. Landauer is

rrrrant tlhhot mwvaralty cratinlinmo v avctanrsce tacathoar

Charles H. Bennett
IBM Watson Research Center
Yorktown Heights, New York 10598

Received 17 April 1984

Paul Benioff
Argonne National Laboratory
Argonne, Illinois 60439

Received 8 March 1984

Tom Toffoli
MIT Laboratory for Computer Science
Cambridge, Massachusetts 02139

Received 23 March 1984

W. Porod, R. O. Grondin, D. K. Ferry, and G. Porod
Department of Engineering and Applied Sciences
Arizona State University
Tempe, Arizona 85287

Received 12 April 1984



ENERGY BARRIERS, DEMONS, AND MINIMUM ENERGY OPERATION OF
ELECTRONIC DEVICES

RALPH K. CAVIN, VICTOR V. ZHIRNOV" and JAMES A. HUTCHBY

Semiconductor Research Corporation, Research Triangle Park, NC 27709-2053
"victor.zhirnov@sre.org

GEORGE 1. BOURIANOFF
Intel Corporation, 1501 S. MoPac Expressway, Austin, TX 78746

Received 13 April 2005
Revised 9 September 2005
Accepted 15 September 2005
Communicated by Robert Vajtai

The presence of thermal noise dictates that an energy barrier is needed to preserve a binary state.
Therefore, all electronic devices contain at least one energy barrier to control electron flow. The bar-
rier properties determine the operating characteristics of electronic devices. Furthermore, changes in
the barrier shape require changes in charge density. Operation of all charge transport devices in-
cludes charging/discharging capacitances to change barrier height. We analyze energy dissipation for
several schemes of charging capacitors. A basic assumption of Reversible Computing is that the
computing system is completely isolated from the thermal bath. An isolated system is a mathematical
abstraction never perfectly realized in practice. Errors due to thermal excitations are equivalent to in-
formation erasure, and thus computation dissipates energy. Another source of energy dissipation 1s
due to the need of measurement and control. To analyze this side of the problem, the Maxwell’s De-
mon is a useful abstraction. We hold that apparent “energy savings™ in models of adiabatic circuits
result from neglecting the total energy needed by other parts of the system to implement the circuit.

Fluctuation and Noise Letters P . i
) World Scientific
Vol. 5, No. 4 (2005) C29-C38 \\he www.worldscientific.com

) World Scientific Publishine Commpanv
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| spent 5 long long years in the group but was involved with Prof. Ferry for a year as an undergrad too.
So | actually had time to escape after meeting him for the first time, but chose not to. Although |
completely hate the oppressive heat of Arizona, | loved my time at ASU and especially my time in
graduate school. Looking back, while | have moved into more business and strategic roles, it is not the
physics and the deep philosophical conversation that are most important in my life, it was the attitude |
learnt. Pick a big problem, start picking away at it, don’t b*!*St, work hard, there is no time for h*!1%&S5t
and never, ever, under any circumstances get involved with p*!&#t, the worst of all the s*&%@s (yes
folks, the man taught me his s*##!t hierarchy).

| have two favorite stories from grad school. Probably my favorite story is sitting down for lunch with
Prof. Ferry and Klaus von Klitzing in the atrium of a building in UIUC, | cannot remember if it was IWCE
or HCIS, one of the two. Ferry and von Klitzing were chatting and some guy comes up and starts to huck
Ferry about something. It's not library quiet, it is cafeteria noise levels. He pisses Ferry off and Ferry
unleashing at full volume telling this dude where to go. | remember looking around the room, everyone
was just sitting wide eyed, mouth opened. Not his students, we were all tucking into our lunch, did not
phase us in the least. He made us tough.

My other story is with Prof. Ferry’s obsession with Mexican food. He took me to a Mexican restaurant in
Kyoto Japan. It was horrible. Everything about it was horrible. It was so horrible, | still talk about it.

What a great memory %
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